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Abstract

When panel data is not available, retrospective data is being used in the estimation of

dynamic choice models. However, retrospective data is not reliable. Previous studies of voting

choices, for example, have shown that respondents misreport their past choices in order to

appear more consistent with their current choice. Such retrospective bias leads to inconsistent

estimates, especially when there is state dependence in choices. Specifically, observed persistence

in retrospective data may be due to (a) true state dependence, (b) unobserved heterogeneity,

and (c) retrospective bias in reporting previous choices. Whereas Heckman (1981) deals with

(a) and (b), we introduce a method to estimate true state dependence while accounting for both

unobserved heterogeneity and retrospective reporting bias. Our method is based on modeling

the reporting behavior, and integrating it into the estimation. The identification strategy is

based on the correlation between the reported previous choices and current exogenous variables.

Using data on Israeli voters, we find that the probability that a respondent whose vote intention

in 1991 differed from her past voting choices would lie about her past choices is 0.23.
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1 Introduction

Voting has been found to be among the most persistent political attitudes and behavior patterns.

In most democracies at least two out of any three individuals vote for the same party in sequential

elections.1 Using panel data on the 1972 and 1976 U.S. presidential elections, Shachar (2003) shows

that there is state dependence in voting even when one accounts for both observed and unobserved

heterogeneity. Therefore, when studying voting theories or any other application in which there is

state dependence, it is important to control for individuals’ previous choices. Panel data sets are

the most appropriate source of information about respondents’ decisions over time. However, since

they are rare and expensive, scholars often use retrospective data sets instead.

The common view is that retrospective data is not reliable since individuals (intentionally

or not) distort facts about their past. Moreover, the distortion process cannot be considered as

random. Benewick et al. (1964) showed that respondents who were less accurate about their

previous voting decision erred in the direction of making the previous vote consistent with the

vote they had just cast. Himmelweit et al. (1978) confirmed these results that when respondents

make errors they tended in the direction of consistency with the behavior at the time of recall.

Another empirical regularity which is consistent with these results is that the percentage of voters

who claimed to vote for the same party in sequential elections is ten percent higher in retrospective

data than in panel data (see Zuckerman (1990)).

This behavior may lead to spurious state dependence. Thus, observed persistence in ret-

rospective data maybe due to (a) true state dependence, (b) unobserved heterogeneity and (c)

retrospective bias in reporting previous votes. While Heckman (1981a) deals with (a) and (b), we

suggest a method to deal with (a) and (c), while controlling for (b). In other words, we introduce a

method to estimate true state dependence while controlling for both unobserved heterogeneity and

retrospective reporting bias. Our method, which is presented in section 3, is based on modelling

the reporting behavior. Our assumptions on the reporting behavior are consistent with previous

evidence. In particular we assume that individuals’ reports about their previous decision may be

true or false. When the report is false, individuals are misreporting their past votes to make them

appear more consistent with their current vote.

Using data on Israeli voters in 1991, we find that the probability that a respondent whose

vote intention in 1991 differed from her past voting choices would lie about her past choices is

0.23. The voting model is also estimated using alternative methods to deal with retrospective bias

1 (a) In Great Britain between 1959 and 1983 two out of three people voted for the same party in sequential
elections. In West Germany between 1949 and 1980, three out of four. In Austria between 1962 and 1982, nine out
of ten and in the Netherlands between 1946 and 1983, three out of four (Zuckerman (1990)).
(b) Related studies on sources of persistence are Converse (1976), Franklin and Jackson (1983), Franklin
(1984), Markus and Converse (1979), various contributions in Niemi and Weisberg (1976, 1984 and 1993) and Page

and Jones (1979).
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in reporting past choices (which are presented in section 2). A comparison of the results across

the suggested method and its alternatives demonstrates that the suggested approach is superior in

terms of its fit with the data and the robustness of the estimates.

The problem of retrospective bias is not unique to political data. Many economic studies

are based on retrospective data and the issue of reliability has been raised for these applications

as well. For example, Morgenstern and Barrett (1974) and Horvath (1982) present evidence on

retrospective bias in unemployment reporting. Torelli and Trivellato (1993) focus on a single

recall bias phenomenon: the ‘heaping effect,’ i.e., abnormal concentration of response at certain

durations.2

2 Model and estimation issues

This section presents a basic dynamic discrete choice model that will serve us in demonstrating the

suggested method (in the following section) and its alternatives (in this section). Since the problem

of retrospective bias is not unique to voting, the model is general and can describe various types

of dynamic decision making.

In each period t, the individual has two choice alternatives — A and B (e.g., political parties).

The assumption that the choice set includes only two alternatives is made for two reasons: (1)

simplicity, and (2) consistency with the empirical application. However, many choice situations

concern a choice between multiple options. As illustrated in subsection 3.1, the suggested approach

is not restricted to two alternatives applications.

The decision of individual i at period t is presented by the binary variable di,t, which is equal

to 1 if she chooses A and to zero otherwise. Let xi,t be a vector of observable exogenous variables

that affect her decision at time t (for example, the difference in her assessment of candidates’ com-

petency), and εi,t be an unobserved random shock to preferences (for example, personal experiences

that affect party preferences). Finally, we assume that previous choices have a genuine behavioral

effect on current decisions (i.e., state dependence in choices).

The time interval for the dynamic process is 1 to Ti, where t = 1 corresponds to the first

period in which a choice is ever made. For now, we assume that the individual is myopic and ignores

the future consequences of her current decision. Thus, she chooses the alternative that yields a

higher current utility. Under standard assumptions on the utility function and εi,t, the decision

2They present a measurement error model for the heaping process and combine it with a duration model. Here,
we consider a problem in which the retrospective bias is a result of individual behavior, not a statistical error.
Furthermore, what makes our problem even more interesting is that the retrospective bias of previous choices depends
on ex-post assessment of these choices.
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rule at t can be written as (See, for example, Heckman [1981a] and Eckstein and Wolpin [1989]):

di,t = 1⇔ εi,t ≥ ε∗t (di,t−1, ..., di,1, xi,t; θ) for t > 1 (1)

and di,1 = 1⇔ εi,1 ≥ ε∗1(xi,1; θ)

where θ is a vector of parameters that fully describe the utility function.

The θ parameter vector can be estimated using a panel data set of the ds and xs of I

individuals, each of which makes Ti choices. With i.i.d. εi,t the joint likelihood function is given

by:

L(θ) =
IQ

i=1

TiQ
t=1
[1− Ft (ε

∗
t (di,t−1, ..., di,1,xi,t; θ))]

di,t · [Ft (ε∗t (di,t−1, ..., di,1,xi,t; θ))](1−di,t) (2)

where the c.d.f. of εi,t is Ft(·). Notice that if εi,t has a normal (extreme value) distribution, the
likelihood function for each period is the standard probit (logit). Given explicit functional forms

for ε∗t (·) and Ft(·) the vector of parameters θ can be consistently estimated (assuming that the
model is identified).3

2.0.1 Unobserved heterogeneity

The likelihood in eq. (2) ignores persistence in the unobserved variables (i.e., unobserved hetero-

geneity). Such heterogeneity may lead to spurious state dependence, even if we observe true current

and past voting. As a solution to this problem, Heckman (1981a) suggested including the unob-

servable variables in the model and integrating them out from the likelihood function. It is easy

to adopt this approach, and we do so in the empirical example. However, in order to focus on the

key issue of this study (retrospective bias) and simplify the presentation, we ignore the unobserved

heterogeneity in eq. (2).

2.0.2 Initial observations

The likelihood in eq. (2) assumes that the data include the entire choice history for all the re-

spondents. However, frequently, the initial observations of the dynamic process are missing. In

other words, the first choice observed in the data is not the first choice made by the individual.

Thus, the initial observations are unobserved. Heckman (1981b) suggested to resolve this issue by

integrating out all possible unobserved choice sequences prior to the first observed choice. In the

empirical application, we follow his approach and incorporate the distribution of the initial choices

3The likelihood in eq. (2) is standard for the limited dependent variable model. Standard regularity conditions
on the functions ε∗t (·) and Ft(·) should be satisfied.
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in the structural estimation. The specifics of our solution are described in subsection (4.3). Once

again, to simplify the presentation, we ignore the unobserved choices issue until subsection (4.3).

2.1 Retrospective bias and solutions

So far we have assumed that a panel data exists. However, frequently such data does not exist,

and respondents are asked to report their past choices (and exogenous variables) via a survey. Let

dri,t be the individual’s reported choices. If in some cases d
r
i,t 6= di,t, there is a retrospective bias.

As discussed above, such a bias may result either from the individual’s intentional decision and/or

from a rationalization process. Using the reported choices in eq. (2) instead of the unobserved true

choices may generate bias in the estimation of the state dependence. Specifically, if respondents

are misreporting their past choices to make them appear more consistent with their current choice,

the estimate of the state dependence is inflated.4

While others have made progress on a similar problem of vote overreporting — Abramson and

Claggett (1992), Abramson and Ostrom (1994), Presser (1990), Presser and Traugott (1992) — we

claim that current methods to deal with choice retrospective bias are inaccurate and inefficient.

We discuss three practical ways and their disadvantages.

Ignore data on past choices (Model I): The first way is to ignore the data on past

ds. This can be done in two ways. First, the reported past choices are not used as explanatory

variables, but they are included as endogenous variables. In other words, the likelihood function is:

L(θ) =
IQ

i=1

TiQ
t=1
[1− Ft (ε

∗(xi,t; θ))]d
r
i,t · [Ft (ε∗(xi,t; θ))](1−dri,t) (3)

Second, the reported past choices are completely ignored and the model is estimated only for the

current decision (unconditional on past choices). Specifically, the likelihood function is:

L(θ) =
IQ

i=1
[1− F (ε∗(xi,Ti ; θ))]

di,Ti · [F (ε∗(xi,Ti ; θ))](1−di,Ti) (4)

In both cases, the likelihood is mis-specified since it ignores the state dependence element.5

Furthermore, in the first case (eq. 3) the dependent variable is biased. Thus, the estimators of

the parameters that associate x with d are inconsistent. Furthermore, if there is state dependence,

ignoring past ds leads to inefficient predictions.

Ignore the retrospective bias (Model II): The second way is to ignore the retrospective

bias and use the reported values on past decisions as if they are true. Specifically, the likelihood

4Note that we assume that there is no retrospective bias in the xs for reasons discussed later.
5The likelihood in eq. (4) is consistent with the model only in the case that T = 1 for all the respondents (i.e.,

the actual history of all the respondents include only one choice period).
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function is:

L(θ) =
IQ

i=1

TiQ
t=1

£
1− Ft

¡
ε∗t (d

r
i,t−1, ..., d

r
i,1,xi,t; θ)

¢¤dri,t · £Ft ¡ε∗t (dri,t−1, ..., dri,1,xi,t; θ)¢¤(1−dri,t) (5)

This, obviously, leads to inconsistent estimates. As discussed above (and demonstrated be-

low), respondents tend to misreport their past choices in order to make them appear more consistent

with their current choice. In other words, dri,T−1,..., d
r
i,1 depend on di,T . Since di,T is a function of

εi,T , we get that E(εi,T |dri,T−1,..., dri,1) 6= E(εi,T ). This means that the exogeneity assumption does

not hold (even if there is no unobserved heterogeneity), and the estimates are inconsistent.

Integrate the true past choices out (Model III): A third way to deal with the problem

of retrospective bias is to assume that past choices are unobserved and to integrate them out of

the likelihood function. In this case, the likelihood is:

L(θ) =
IY

i=1

P
di,Ti−1∈{0,1}

...
P

di,1∈{0,1}

TiY
t=1

[1− Ft (ε
∗
t (di,t−1, ..., di,1,xi,t; θ))]

di,t ·[Ft (ε∗t (di,t−1, ..., di,1,xi,t; θ))](1−di,t)

(6)

Unlike the previous two approaches, this solution leads to consistent estimators of the model’s

parameters. The identification of the state dependence parameters is based on the effect of xi,l on

di,t, where l < t (see Chamberlain 1993, and Shachar 1994). Notice that if there is state dependence

(i.e., di,t structurally depends on di,l) then the choice in period t depends indirectly on the variables

that determine the decision in period l (i.e., xi,l). Therefore, any evidence that the choice probability

in the period t (conditional on xi,t) is still a function of xi,l indicates state dependence in choice.

Thus, this approach leads to consistent estimates.

However, by removing the reported past choices from the data, the researcher ignores infor-

mation that can assist in improving the efficiency of the estimates. In other words, the estimates

are consistent, but not efficient.6

3 The suggested method (Model IV)

Since the source of the bias is behavioral, the most appropriate way to treat it is to model it (as

we do with other behavioral processes). Thus, we suggest to model the reporting process and

integrating it into the likelihood function for estimation. Specifically, the likelihood includes both

the reporting behavior and the dynamic choice model. Thus, the reported persistence can be

6Furthermore (a) since we focus on state dependence, ignoring this information implies that we have no direct
evidence (data) on the key aspect of the study, and (b) the identification of the unobserved heterogeneity in this case
is based only on the structure of the model and thus sensitive to functional form decisions.
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broken-down into true state dependence and retrospective bias. Furthermore, by integrating out

also the unobserved heterogeneity, we can separate its effect as well.

The reporting behavior at time T is modeled as:7

¡
dri,T−1, d

r
i,T−2, ..., d

r
i,1

¢
= I (di,T−1, di,T−2, ..., di,1, zi,T , ωi,T , di,T ; γ) (7)

where I(·) is a vector indicator function, ωi,T is a vector of unobservable variables at period T , zi,T
is a vector of observed variables at period T (excluding di,T ), and γ is a vector of parameters that

fully describes this process. The vector on the left-hand side of eq. (7) includes the reported past

choices, and the elements of the function on the right-hand side are the true choices and additional

variables that are involved in the reporting process (such as the current choice).

Since the ωT are unobserved, I(·) is not a deterministic function for the econometrician. We
assume that the decision at the time of the interview is reported without an error, that is dri,T
= di,T .

Therefore, the likelihood is:

L(θ, γ) =
IY

i=1

P
di,Ti−1∈{0,1}

...
P

di,1∈{0,1}
Pr
¡
dri,Ti−1, ..., d

r
i,1|di,Ti−1, ..., di,1, zi,T , di,Ti ; γ

¢
·
TiY
t=1

[1− Ft (ε
∗
t (di,t−1, ..., di,1,xi,t; θ))]

di,t · [Ft (ε∗t (di,t−1, ..., di,1,xi,t; θ))](1−di,t) (8)

The first line of (8) is based on the reporting process presented in (7), and the second is based

on the choice model (as in eq. 2). If we wish to control for unobserved heterogeneity, we need

to include a permanent personal unobserved variable in the decision rule and integrate it out of

the joint probability. To close the model for estimation, one needs to parameterize the reporting

behavior equation (eq. 7).

3.1 An example of a reporting process

As discussed above, previous studies have suggested that respondents are misreporting their past

choices to make them appear more consistent with their current choice. Thus, we consider a simple

case of equation (7) where:

dri,T−l =

(
di,T−l w.p. γl

di,T w.p. 1− γl

)
, for l = 1, ..., T − 1. (9)

7This equation may be given a structural specification, rather than the reduced form specification presented here.
As discussed in the conclusions, this is a suggested extension of our approach.

7



Here γl is the probability of telling the truth and 1 − γl is the probability of reporting current

decision as past behavior, where l is the number of periods before the interview. In other words, a

person who switched parties will report her past choice truthfully with probability γl.
8

There are potentially other behavioral models of misreporting that are consistent with eq.

(7). Here, we focus on the process in (9), because it clearly exemplifies the most critical threat

in the identification of a voting model with state dependence. This reporting process intervenes

with the observed dynamics of voting decisions and makes it hard to estimate state dependence

consistently. Specifically, we need to determine which part of the correlation between (let’s say)

drT−l and dT is due to state dependence and which part is due to the reporting process.

Identification: The identification is based on the correlation between drT−l and current
exogenous variables xT , conditional on xT−l. Retrospective reporting is the only reason that the
reported previous choice might be correlated with current exogenous variables. In other words, if

decisions made in the past (as reported today) depend on the current realizations of the exogenous

variables, it implies that there is a retrospective bias in the reports.

The following formal discussion might shed some light on the above intuitive argument.

Consider, for simplicity a two periods model. It is easy to show (see Appendix) that

Pr(dr1|x1, x2) = γ Pr(d1 = dr1|x1) + (1− γ) Pr(d2 = dr1|x1, x2) (10)

The rationale behind this equation is the following. The first element corresponds to the case

that the individual report her previous choice without bias. In such a case, her choice (and thus x)

in the second period is not relevant. The second element corresponds to the case that the individual

report her second choice as if it was her first choice.9 In such a case, the exogenous variable of the

second period, x2, becomes relevant.

Equation (10) clarifies that the only reason that dr1 might depend on x2 is due to the reporting

process. Specifically, when γ = 1 (i.e., there is no retrospective bias) dr1 is not a function of x2.

Thus, the correlation between drT−l and xT (conditional on xT−l) identifies γ. Specifically, if this
correlation is zero, the estimate of γ is 1, and if the correlation is larger than zero, the estimate of

γ is smaller 1.

Furthermore, notice that even if γ is a function of xT (i.e., xT is in zT ), the argument above

8The process in eq. 9 assumes that reported past choices drT−1, d
r
T−2, ..., d

r
1 are mutually independent (con-

ditional on actual current and past choices). Moreover, given current choice dT , the reported choice for
date T − l is independent of all actual past choices with the exception of actual past choice dT−l. Thus,

Pr (drT−1, d
r
T−2, ..., d

r
1|dT−1, dT−2, ..., d1, zT , dT ) =

T−1

l=1

Pr(drT−l|dT , dT−l). This assumption is not necessary for iden-
tification. It was chosen because (a) it allows us to focus on the most critical threat that retrospective bias introduces
and (b) it is consistent with previous findings about the reporting process.

9Notice, that this does not necessarily imply that the individual reports her choice incorrectly, since d2 might be
the same as d1.
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still holds. Once again, any evidence that drT−l depends on xT would reflect a retrospective bias.

Monte Carlo experiments: The results of the Monte-Carlo experiments, reported in Table

1, demonstrate that our identification strategy is effective in estimating the model’s parameters.

Furthermore, while in the model presented above the individual faces two alternatives, in the

Monte-Carlo experiments the number of alternatives is three. Thus, the results in Table 1 also

show that the suggested approach is not restricted to cases with only two options.

The model used in the experiments has the following properties. There are 500 individuals

who make a choice among three alternatives in two periods. The expression ci,t = j is the notation

for the event that the choice of individual i at time t is alternative j. The utility is:

ui,j,t =

(
βj + βxi,j,t + εi,j,t for t = 1

βj + βxi,j,t + εi,j,t + δI{ci,t−1 = j} for t = 2

)
(11)

where x is an observed variable, ε is an unobserved variable with a type I extreme value distribution,

the βs and δ are parameters, and I{} is the indicator function. The individual is maximizing her
per-period utility. Thus:

ci,t = j ⇔ ui,j,t = max(ui,1,t, ui,2,t, ui,3,t)

The retrospective reporting process is as in eq. (9). Specifically,

cri,1 =

(
ci,1 with probability γ

ci,2 with probability 1− γ

)
(12)

The model was simulated and estimated 1000 times.

The means of the estimated parameters are very close to their true values. For example, the

average of bδ is 0.9943 where the true value is 1, and the average of bγ is 0.7518 where the true value
is 0.75.

Table 1 also reports the results of a model in which respondents misreport their final choice.

This could be not uncommon. For example, suppose that a respondent in the past voted for a

large mainstream party. At the final election, however, the respondent decided to vote for a more

extreme party. The respondent may not want to reveal this to the interviewer and reports votes

for the mainstream party at all elections. In this case, the reporting process is:

cri,2 =

(
ci,2 with probability γ

ci,1 with probability 1− γ

)
and cri,1 = ci,1

The means of the estimated parameters in this case are also very close to their true values.

However, the average of bγ is a bit less precise (0.7593 and standard deviation of 0.083 versus 0.7518
and standard deviation of 0.048 in the first case). The reason for this is probably that in this case
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the identification is based on the structure of the model (unlike the previous case, in which the

identification is based on the effect of x2 on dr1).

It is worth noting that when respondents misreport their past choices, it is necessary to

assume that they report their last choice correctly, and, when they misreport their current choice,

we need to assume that they report their past choice correctly. In other words, one needs to assume

that (at least) one choice is observed without error.

While the approach presented here can handle misreporting of the final choice, and such

behavior might not be uncommon, recall that the focus of this study is on misreporting past

choices. The empirical example presented in the following section illustrates such a case.

4 An empirical example

This section presents the results from estimating a voting model under the different ways suggested

above to handle bias in retrospective data (i.e., Models I-IV). The advantage of using the suggested

method is illustrated by a comparison of the empirical results of the four models.

Following Shachar (2003), the exogenous variables, xs, are (a) candidates’ competency, (b)

policy issues, and (c) voters’ demographic characteristics.

4.1 Data

The empirical study is based on a survey which was conducted among 413 respondents in Israel

in 1991, a year before the 1992 general elections. The survey was directed by us, and the data

was collected by the Dahaf Research Institute. In Israel, like in almost all other countries, there

is no panel data on voters. Thus, data available for estimation of a voting model is based on

retrospective reports of respondents. The data consist of the reported voting behavior in the 1984,

and 1988 elections, and respondents’ voting intensions in 1991.10

There are three different types of respondents: (a) those who were not eligible to vote before

1991 (65 people), (b) those who were eligible to vote in the 1988 elections but not before (55

people), and those who had the right to vote in each election that was covered by the survey (293

respondents). Table 2 presents the voting pattern of these respondents. The decision variable di,t
is equal to 1, if respondent i voted for the Labor party, and to zero, if she voted for the Likud

Party.11 Among the 293 respondents who had the right to vote prior to 1988, 85 percent (248)

10Specifically, there were no general elections in 1991. Thus, the respondents were asked: “If the elections had been
held today, which party would you vote for?”
11The vote variable in a multiparty system such as Israel can be (and has been) defined in different ways, such as

(a) all competing parties, (b) only the (two) large parties, (c) the two major political blocs, or (d) several political
blocs along a left-right continuum. The definition that we use—only the two large parties—is consistent with the model
of section 2.
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respondents reported that they voted for the same party in all three periods.

Table 3 reports the sample means and standard deviations of the exogenous variables. We

denote the perceived relative competency of the candidates by wi,t, and the relative distance between

the candidates and the respondent on policy issues by yi,t.

The policy distance variable, yi,t, measures the policy closeness to the Labor party, where

zero is the neutral point. For example, while in the 1984 elections voters were closer (on average) to

the Labor (1I
PI

i=1 yi,84 > 0), in 1991 they were closer (on average) to the Likud (
1
I

PI
i=1 yi,91 < 0).

On the other hand, there was no significant change in the second exogenous variable, wi,t. This

variable measures the perceived relative competency of the Labor’s candidate on a five-points scale.

The insignificant changes in this variable during the studied period might be due to the fact that

the candidates of the two parties were the same people on all the three dates.

We, obviously, do not observe xi,t for t < T , and thus use the reported values of xi,t in

the survey. It is possible that there is a retrospective bias with respect to these variables as well.

However, we assume that the reported values are correct for several reasons. First, while there is

evidence of a retrospective bias in reported choices, there is no such evidence on bias in the report

of past xs. Second, the behavioral explanation of the retrospective bias is more relevant for past

choices than for past xs. Specifically, an individual who switched parties in sequential elections may

consider her previous decision as a mistake and as a result is more likely to make a false report. The

incentive to distort the report on previous xs is significantly less dramatic for various reasons. For

example, the policy issues that determined the voting decision in period T − l might not be relevant
anymore at period T . Thus, the respondent can comfortably report her views on the policy issues

of period T − l without contradicting her current views. Indeed, when constructing the survey we

have included, for each election year, questions about specific and unique policy issues that were

relevant for that election year, but are not relevant any more. As a result, the respondent can

answer these questions freely without being concerned that her current views are not consistent

with her previous ones. The data indicate that our effort was successful: as discussed above, the

policy distance variable has moved significantly (on average) over time, in our sample.

The four demographic characteristics are: respondent’s age—Agei,t;12 a binary variable that

is equal to 1 if the individual is from an African or Asian origin, and zero otherwise (Spharadii);

years of schooling (Educationi,t); and a four-points measure of religious orthodoxy, which is equal

to 1 for an orthodox Jew and to 4 for a secular person (Religiousi).

12The Age variable is equal to one for respondents younger than 24 (and older than 18). It is equal to two for those
between 25 and 34; three for those between 35 and 44; four for those between 45 and 54; five for those between 55
and 64 and six for those older than 65.
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4.2 Functional forms

The model is specified so that the utility function is linear in x and in the “stock” of past voting

decisions, and εi,t has a standard normal distribution. Since our data includes only three election

periods, we assume that the stock variable depends only on the last two lags. Following Shachar

(2003), the stock variable for alternative j is
P2

l=1 δ
lI{ci,t−l = j}, where δl is the “carryover” para-

meter of choices made l periods prior to t. (We discuss the issue initial observations immediately.)

Thus, the threshold, ε∗i,t, in the decision rule (eq. 1) is:

ε∗i,t = −
Ã
µ0 + si,tµ+ αyi,t + βwi,t +

2X
l=1

δl(2di,t−l − 1)
!

(13)

where si,t is a 4-dimensional row-vector of demographic variables and µ is a 4-dimensional vector of

parameters. Notice that since the threshold, ε∗i,t, is the difference between the deterministic part of
the utilities of the two options, the difference in the stock variable is

P2
l=1 δ

l [I{ci,t−l = j}− I{ci,t−l 6= j}]
which is equal, in our case, to

P2
l=1 δ

l(2di,t−l − 1).

4.3 Initial observations

Our data includes the entire vote history for all of the respondents who were not entitled to vote

prior to 1984. However, the initial choices of the rest of the sample are missing. As discussed earlier,

following Heckman (1981b), we incorporate the distribution of the initial choices in the structural

estimation (i.e., integrate out all possible unobserved choice sequences prior to 1984.)

We use the age variable to determine the first election of each individual in our data. Consider,

for example, an individual whose 1984 election was the second choice period. Her history probability

(from the research point of view) is:X
di,1∈{0,1}

Pr(di,4|di,3, di,2, xi,4; θ) Pr(di,3|di,2, edi,1, xi,3; θ) Pr(di,2|edi,1, xi,2; θ) Pr(edi,1|θ)
where Pr(di,t|•; θ) = [1− Ft (ε

∗
t (•; θ))]di,t · [Ft (ε∗t (•; θ))](1−di,t) (14)

More generally, for a respondent who voted l times prior to 1984, the number of sequences is

2l. Notice that although the current choice depends only on the last two lags, we need to account

for the entire choice history. For choices made prior to 1984, we do not observe the exogenous

variables, such as perceived candidates competency. To capture the variation in these variables, we

allow the standard deviation of ε to differ from 1 for these periods.

We revise the likelihood in eq. (8) accordingly.
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4.4 Results

Table 4 presents the maximum likelihood estimates of Models I-IV.

Before describing the estimates, we discuss two issues which are general to all dynamic choice

models (and not specific for the case of misreporting past choices): unobserved heterogeneity and

initial observation.

4.4.1 Unobserved heterogeneity

All models were estimated initially with an unobserved heterogeneity component. The standard

deviation of this heterogeneity was minuscule, both behaviorally and statistically (in all cases the

t-statistic was smaller than 0.01).

To illustrate this point further, Figure 1 presents the likelihood of Model IV as a function

of the standard deviation of the unobserved heterogeneity parameter. The figure is a result of

the following exercise: set the standard deviation at a specific value and estimate all the other

parameters of the model, then set it at a different value and reestimate, etc. It is evident that the

value that leads to the highest likelihood is zero. (It is worth noting that when we set δ at zero, the

estimate of the standard deviation is different from zero even at the one percent significance level.)

Thus, the estimates reported in Table 4 are based on the assumption that there is no unobserved

heterogeneity.

4.4.2 Initial observations

The issue of unobserved initial observations is relevant for all models but the first one. Since in

Model I all past choices are ignored, the lack of the initial choices does not pose a problem.

Table 4 presents the estimation results of Models II-IV with and without our solution to the

initial observations issue. When the model is estimated without our solution, the stock variable is

based only on the observed choices.

Interestingly, accounting for the unobserved choices significantly improves the likelihood of

Model IV (which is based on our suggested approach) and hardly changes the likelihood of the

alternative approaches. Furthermore, while the state dependence parameter is about the same in

both estimations of Model IV (0.622 and 0.641), it is quite unstable for the alternative approaches

(0.663 and 0.613 for Model II and 0.642 and 0.747 for Model III).

These results demonstrate the robustness of our model and its estimates, on the one hand,

and the instability of the alternative models, on the other. It is encouraging to find that adding

just one parameter to the model (via the formulation of the reporting process) improves its stability

significantly. Put differently, the comparison suggests that the alternative approaches are either

mis-specified or inefficient.

13



We are now ready to discuss the estimates.

4.4.3 The estimates and their implications

In all cases, the estimates of the parameters of the policy variable, bα, and the competency variable,bβ, are different from zero, even at the one percent significance level.

Model IV: The point estimate of γ is 0.766 and a likelihood ratio test (χ2 statistic of 11.1681)

demonstrates that we can reject the hypothesis that γ = 1, even at the 1 percent significance

level.13 In other words, the data support the retrospective bias hypothesis. This finding indicates

that respondents do not always report their true past voting decisions. The estimate suggests that

about 23 percent of the time, voters report their current voting decision as if it was their previous

decision. Notice, though, that this does not mean that 23 percent of the reported past choices

are incorrect. Since voters tend to choose the same party in sequential elections, the proportion

of incorrect reports is much smaller. This proportion is equal to Pr(di,T 6= di,T−l)(1 − γl) and

Pr(di,T 6= di,T−l) is usually quite small. For example, for respondents who were eligible to vote
in the 1984 elections, the model predicts that only 3.7 percent of the reported 1984 choices are

incorrect.

While the percent of incorrect reported choices might look small, its effect on the model

predictions is far from negligible. For example, while only 12.29 percent of the respondents above

reported that they have switched parties between 1984 and 1991, the model predicts that the

actual percentage is actually 15.74. The difference between the reported and actual proportions

of switchers is significant not only because of the political role of these people in determining the

elections, but also because the precision of the estimates in dynamic models is relatively high when

the proportion of switchers in not negligible.

Therefore, our estimates demonstrate that when a respondent is faced with the alternative

to lie or to tell the truth (i.e., when she switches), she lies with a probability of 23 percent. Given

the relatively small proportion of switchers in our data, this tendency to lie translates to about 3.7

percent of incorrect reports.

A comparison of the results of all the estimated models illustrates the disadvantage of Models

I-III.

Model I: Two versions of Model I were estimated. In the first, the reported past choices,

dr88 and dr84, are not used as explanatory variables, but they are included as endogenous variables.

13The point γ = 1 is on the boundary of the parameter space. Thus the test statistic for H0 : γ = 1 does not
have the standard distribution. Instead, it is distributed as a weighted average of χ2s with zero and one degrees of
freedom. Since the weights are based on the null hypothesis, they are 0.5 and 0.5. Thus, the critical value of the
χ2 for the likelihood ratio test at the 1 percent significance level is 5.411894. (see Wolak 1989 for a discussion of
testing inequality constraints). The correct distribution for this test was pointed out to us by one of the referees. We
appreciate the referee’s assistance on this matter.
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In other words, the likelihood function is the joint probability of the voting decisions in 1984,

1988 and 1991, unconditional on past voting decisions (eq. 3). In the second, dr88 and dr84 are

completely ignored and the model is estimated only for the 1991 decision (unconditional on past

voting decisions. i.e., eq. 4).14

Model I has several disadvantages. First, it does not account for an important factor in

voting decisions — state dependence. Second (and related to the first), it fits the data significantly

worse than Model IV, as demonstrated by the likelihood values. Third, its estimates are inconsis-

tent because the omitted explanatory variable (state dependence) is correlated with the included

regressors. Specifically, the xs are correlated over time, and thus, for example, x91 is correlated

with x88. Since d88 depends on x88, there is a correlation between the omitted explanatory variable,

d88, and the included regressors, x91. Furthermore, since we expect d88 and x91 to be positively

correlated and d88 to have a positive effect on d91, we expect that the effect of the xs would be

upward biased. Indeed, a comparison between the estimates of models I and IV support this view.

Model II: This approach uses the reported past choices as if there is no retrospective bias

and dri,t = di,t. In other words, it assumes that γ = 1.

A comparison between the likelihood values of Models II and IV reveals that the data is

supporting the suggested method. The log-likelihood of Model II is -221.91 compared with -216.33

for Model IV. This finding implies that the separation between the state dependence and the

retrospective bias (bδ and bγ in Model IV) improves the fit of the model. Recall that the separation is
enabled by the correlation between x91 and the reported past choices (dr88 and d

r
84). The significant

change in the likelihood indicates that the suggested approach is effective in isolating the state

dependence effect and, at the same time, identifying the retrospective bias.

Finally, since bγ is significantly lower than 1 but this model restricts γ to be equal to one, it is
mis-specified. This mis-specification is expressed when our solution to the initial observation issue

is applied to this model. As discussed above, while Model IV performs well when the solution is

applied (i.e., the likelihood improves and the estimates are stable), Model II does not.

Model III: This approach solves the retrospective bias by ignoring the reported past choices

and integrating the unobserved true past decisions from the likelihood function. Thus (a) the only

observed endogenous variable is the 1991 choice, and (b) the likelihood value should be compared

to the second version of Model I.

This approach has two disadvantages in comparison to the suggested method. First, the

estimates are not efficient, since this approach does not use all of the available information (i.e., dr88

14The main difference between the estimates of the two versions is that the absolute values of all the significant
parameters are higher in the second version. This result is consistent with the assertion that we do not actually
observe past decisions. Instead we observe the reported value of past decision which depends indirectly on past
exogenous variables. Therefore, the correlation between the reported choices and the xs is expected to be smaller.
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and dr84). The large standard error of bδ (compared to Model IV) and the significant change in this
estimate when the solution for the initial observation is applied, may reflect this aspect. Second, it

does not provide us with an estimate of the retrospective bias. We might be interested in such an

estimate because it represents a behavioral aspect of the data.

5 Forward looking behavior

So far we have assumed, for simplicity, that the individual is myopic.15 It seems that this assumption

is a critical aspect of our identification strategy for the following reason. The identification is based

on the correlation between xT and drT−l. However, a forward-looking individual should base her
decision on the expected value of future xs. Thus, one might think that a forward-looking behavior

leads to a correlation between xT and drT−l, even if there is no retrospective bias, and thus the
identification strategy fails. But such a view is not correct, since at time T − l the individual does

not know the realization of xT . Instead, she decides on dT−l based on E(xT |IT−l) where IT−l is
her information set at time T − l. Thus, one can still identify the model parameters, even when the
individual is forward-looking. In such a case, the identification is based on the correlation between

[xT −E(xT |IT−l)] and drT−l.

6 Conclusions

In order to estimate a dynamic choice model the researcher needs information on past choices. When

panel data are not available, like in the case of voting, scholars use retrospective data. However,

previous studies have suggested that respondents mis-report their past choices in order to appear

more consistent with their current choice. Such retrospective bias leads to inconsistent estimates,

especially when there is state dependence in choices. Here we suggest a method to consistently

estimate the model parameters, and at the same time identify the retrospective bias process. The

method is based on modeling the reporting process and integrating it into the likelihood function

for estimation. This approach leads to consistent and efficient estimates.

Using a particular application (voting in Israel on 1991) we show how the method is used

in providing a useful way to interpret individual behavior. We find that Israeli respondents whose

vote intention in 1991 differed from their past voting choices report their current choice as if it was

their past choice with probability of 0.23.

Our model of the retrospective bias process is quite simple. A more challenging approach is to

15This assumption is reasonable with respect to voting behavior, since voters are likely to be unaware of the habit
formation (state dependence) process. Shachar (1997) derives the theoretical and empirical implications of such
forward-looking behavior.
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present a behavioral theory of this process. In other words, instead of considering the retrospective

bias process only as an element that distorts the estimates of the choice model, one can focus

on this process in an effort to better understand peoples’ behavior. Furthermore, a cross-country

and cross-time comparison of the percentage of “liars” in the population might provide interesting

insights.
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7 Appendix

Here we show that:

Pr(dr1|x1, x2) = γ Pr(d1 = dr1|x1) + (1− γ) Pr(d2 = dr1|x1, x2)

Specifically,

Pr(dr1 |x1, x2) = Pr(d1 = dr1|x1) [Pr(d2 = dr1|d1 = dr1, x2) (γ + (1− γ)) + Pr(d2 6= dr1|d1 = dr1, x2)(γ + 0)]

+Pr(d1 6= dr1|x1) [Pr(d2 = dr1|d1 6= dr1, x2)(0 + (1− γ)) + Pr(d2 6= dr1|d1 6= dr1, x2)(0 + 0)] (15)

where the first line represents the case that the respondent reports her previous choice correctly

and the second stands for the case that she mis-reports her previous choice.

When will the respondent report correctly? If the respondent did not switch (i.e., d1 = d2),

she always reports correctly (i.e., with probability γ + (1 − γ)) . However, if she switched, she

reports correctly, only if she is truthful (i.e., with probability γ).

When will the respondent misreport? Only when she switched (Pr(d1 6= dr1|x1) Pr(d2 =
dr1|d1 6= dr1, x2)) and she is not truthful (i.e., (1− γ)).

Rearranging the right hand side of (15), we get:

γ Pr(d1 = dr1|x1) [Pr(d2 = dr1|d1 = dr1, x2) + Pr(d2 6= dr1|d1 = dr1, x2)] (16)

+ (1− γ) [Pr(d1 = dr1|x1) Pr(d2 = dr1|d1 = dr1, x2) + Pr(d1 6= dr1|x1) Pr(d2 = dr1|d1 6= dr1, x2)]

where the first line represents the cases that the respondent is truthful and the second stands for

the cases that she is not. Notice that when the respondent is truthful, it does not matter whether

she switched or not:

Pr(d2 = dr1|d1 = dr1, x2) + Pr(d2 6= dr1|d1 = dr1, x2) = 1 (17)

On the other hand, when she is not truthful, it does not matter what was her choice in the previous

period:

Pr(d1 = dr1|x1) Pr(d2 = dr1|d1 = dr1, x2) + Pr(d1 6= dr1|x1) Pr(d2 = dr1|d1 6= dr1, x2) (18)

=
X

d1∈{dr1,1−dr1}
Pr(d2 = dr1|ed1, x2) Pr(ed1|x1) = Pr(d2 = dr1|x2, x1)

18



Plugging (17) and (18) into (16), we get:

Pr(dr1|x1, x2) = γ Pr(d1 = dr1|x1) + (1− γ) Pr(d2 = dr1|x1, x2)
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Table 1 
Monte Carlo experiments 

 
 Misreporting past choices Misreporting the final choice  

True 
value ∑

=

=
1000

1

ˆ
1000

1
r
θθ  ( )∑

=

−
1000

1

2ˆ
999

1
r

θθ  ∑
=

=
1000

1

ˆ
1000

1
r
θθ ( )∑

=

−
1000

1

2ˆ
999

1
r

θθ

1β  0 normalized --- normalized --- 

2β  0.5 0.5041 0.1044 0.5051 0.1159 
3β  1 1.0048 0.1082 1.0092 0.1108 

β  1 1.0046 0.0664 1.0063 0.0674 
δ  1 0.9943 0.1524 0.9951 0.2677 
γ  0.75 0.7518 0.0477 0.7593 0.0830 

 
Note: The model was simulated and estimated 1000 times, and the starting values for all 
the parameters were 0.2. 
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Tables 2 
Voting paths 

 
Table 2a 

Only respondents who could not vote prior to 1991

91d  Number of respondents Percentage 
1 19 29.2 
0 46 70.8 

 
Table 2b 

Only respondents who could not vote prior to 1988

88d  91d  Number of respondents Percentage 
1 1 23 41.82 
1 0 2 3.64 
0 1 2 3.64 
0 0 28 50.91 

 
Table 2c 

Only respondents who had the right to vote prior to 
1988 

84d  88d  91d
Number of 
respondents Percentage

1 1 1 115 39.25 
1 1 0 5 1.71 
1 0 1 3 1.02 
1 0 0 18 6.14 
0 1 1 6 2.05 
0 1 0 6 2.05 
0 0 1 7 2.39 
0 0 0 133 45.39 
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Table 3 

Exogenous variables 
could not vote prior to 

1991 
could not vote prior to 

1988 
had the right to vote 

prior to 1988 

 

Mean s.d. Mean s.d. Mean s.d. 

91y  -4.2 7.72 -1.2 7.87 -0.88 9.39 

88y    -0.47 8.51 -0.02 8.93 

84y      2.95 7.56 

91w  2.29 1.2 2.69 1.32 2.87 1.38 

88w    2.76 1.14 2.91 1.35 

84w      2.9 1.41 
Age 1.22 0.67 1.2 0.56 3.62 1.43 
Spharadi 0.63 0.49 0.60 0.49 0.53 0.50 
Education 12.31 1.73 12.78 1.41 11.85 3.35 
Religious  3.22 0.74 3.45 0.66 3.46 0.60 
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Table 4 

Maximum likelihood estimates 
Model I Model II Model III Model IV 

 

Version 
1 

Version 
2 

Without 
initial 
obs. 

With 
initial 
obs. 

Without 
initial 
obs. 

With 
initial 
obs. 

Without 
initial 
obs. 

With 
initial 
obs. 

α  0.080 
(0.01) 

0.141 
(0.02) 

0.068 
(0.01) 

0.077 
(0.01) 

0.131 
(0.03) 

0.130 
(0.03) 

0.069 
(0.01) 

0.077 
(0.01) 

β  0.917 
(0.06) 

1.409 
(0.18) 

0.817 
(0.07) 

0.916 
(0.08) 

1.38 
(0.19) 

1.45 
(0.26) 

0.825 
(0.07) 

0.950 
(0.09) 

δ    0.663 
(0.07) 

0.613 
(0.07) 

0.642 
(0.13) 

0.747 
(0.18) 

0.622 
(0.08) 

0.641 
(0.07) 

0µ  -3.05 
(0.54) 

-5.41 
(1.34) 

-2.39 
(0.57) 

-2.70 
(0.62) 

-5.16 
(1.28) 

-5.39 
(1.38) 

-2.27 
(0.59) 

-2.51 
(0.66) 

Ageµ  0.053 
(0.04) 

0.064 
(0.08) 

0.018 
(0.04) 

0.032 
(0.05) 

0.008 
(0.07) 

0.046 
(0.09) 

0.0276 
(0.04) 

0.025 
(0.05) 

Spharadiµ  -0.253 
(0.14) 

-0.093 
(0.28) 

-0.190 
(0.15) 

-0.195 
(0.16) 

0.130 
(0.26) 

0.181 
(0.27) 

-0.193 
(0.15) 

-0.202 
(0.17) 

Educationµ  -0.023 
(0.02) 

-0.046 
(0.05) 

-0.042 
(0.02) 

-0.044 
(0.03) 

-0.038 
(0.05) 

-0.029 
(0.05) 

-0.041 
(0.02) 

-0.051 
(0.03) 

ligiousReµ  0.125 
(0.11) 

0.435 
(0.26) 

0.112 
(0.12) 

0.127 
(0.13) 

0.366 
(0.23) 

0.334 
(0.24) 

0.069 
(0.12) 

0.070 
(0.14) 

γ        0.812 
(0.09) 

0.766 
(0.08) 

'

100
εσ

    6.166 
(8.88)  15.141 

(20.47)  0.284 
(8.68) 

( )[ ]θLln  -257.07 -56.49 -222.17 -221.91 -48.49 -48.48 -219.39 -216.33
Notes:  

(1) the number of observations is 413. 
(2) standard errors in parenthesis. 
(3) 'εσ  is the standard deviation of ε  in periods prior to 1984. 
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Note: The smaller figure enlarge the area for which the standard devision is smaller than 
0.1.  

Figure 1
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